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# Stability under constantly acting perturbations, and averaging in an unbounded interval in systems with impulses* 


#### Abstract

V.SH. BURD

The question of the closeness of non-stationary solutions of the exact and averaged equations in an unlimited time interval is investigated for ordinary differential equations whose right sides contain generalized functions of time (generalized derivatives of functions of bounded variation). The appropriate assertions in the development of the method proposed in / / are derived from a special theorem on stability under permanently acting perturbations. The results obtained (more general in the case of equations with smooth coefficients then the assertions in $/ 2,3 /)$ afford an apportunity for giving a foundation to the applicability of the averaging method to quasiconservative vibration impact systems / $4 /$.

We note that the question of the correspondence between solutions of the exact equations and the stationary solutions of the average equations was investigated in $/ 5 /$ (see $/ 6 /$ also) for systems in standard form with impulsive action.


1. We shall use the following notation: $R^{n}$ is a Euclidean $n-$ space, $|x|$ is the norm of the element $x \in R^{n}, I$ is the interval $[0, \infty), B_{x}(K)=\left\{x: x \in R^{n},|x| \leqslant K\right\}, G=I \times B_{x}(K)$. We shall henceforth consider integrals of the form

$$
\begin{equation*}
\int_{i_{1}}^{4} f(s, x(s)) d u(s), \quad\left(t_{1}, t_{9}\right) \in J \tag{1.1}
\end{equation*}
$$

which are understood to be Lebesgue-Stieltjes integrals. We shall say with respect to the integrating function $u(t)$ that $u(t) \in B U(J)$ if $u(t)$ is a scalar function defined for $t \in J$ and possessing the following properties:

1) $u(t)$ is continuous on the right and is of limited variation in each compact subinterval of the interval $J$;
2) The discontinuities $t_{1}<t_{2}<\ldots\left(t_{1} \geqslant t_{0} \geqslant 0\right)$ of the function $u(t)$ have the single limit point $+\infty$.

Functions defined on $J$ with values in $B_{x}(K)$ continuous to the right and with the same points of discontinuity of the first kind as $u(t)$ will be considered as $x(t)$. Then if $f(t, x)$ is a function defined in $G$ with values in $R^{n}$ bounded in the norm, continuous in $x$ uniformly with respect to $t$ and having not more than a denumerable number of points of discontinuity of the first kind in $t$, the integral (1.1) exists. We note that with the above assumptions, the appropriate generalization of the Riemann-Stieltjes integral can be used in place of the Lebesgue-Stieltjes integral. Later, if the question of the existence of the integral (1.1) is not especially stipulated, we shall assume that the listed conditions are satisfled.

For the function $f(t, x)$ defined in $G$ and integrable with respect to $u(t) \in B U(J)$, we introduce

$$
S_{x}(f)=\sup _{\left|t_{1}-t_{1}\right| \leqslant 1}\left|\int_{t_{1}}^{t_{1}} f(s, x) d u(s)\right|, \quad x \in B_{x}(K)
$$

Lemma 1. Let the function $f(t, x)$ be defined on $G$ and continuous in $x$ uniformly with respect to $t \in J$. Let the function $x(t)$ which is continuous to the right with values in
$B_{x}(K)$ be a function of bounded variation in each compact subinterval of $J$ and with discontinuities at the same points as the function $u(t) \in B_{x}(K)$. Let $f(t, x(t))$ be integrable with respect to $u(t)$. Then for any $\eta>0$ there is an $\varepsilon>0$ such that

$$
\sup _{\left|t_{2}-t_{1}\right| \leqslant 1}\left|\int_{t_{1}}^{t_{4}} f(s, x(s)) d u(s)\right|<\eta, \quad\left(t_{1}, t_{3}\right) \in[0, T], \quad 0<T<\infty
$$

if $\quad S_{x}(f)<e$.
Proof. By virtue of the conditions of the lemma for each $\eta>0$ there can be a $8>0$ such that $\left|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right|<\eta / 2$ for $\left|x_{1}-x_{2}\right|<\delta$. We denote the piecewise-constant function with values in $B_{x}(K)$ for which $\left|x(t)-x^{0}(t)\right|<\delta, t \in[0, T] \quad$ by $x^{0}(t)$, where in each interval whose length does not exceed one, the function $x(t)$ takes on not more than $k$ different values, where the number $k$ depends only on $\delta$. Let $x_{j}(j=1, \ldots, k)$ be values of $x^{0}(t)$ in the interval $\left.\right|_{2}$ $t_{1} \mid \leqslant 1$. We set $\varepsilon=\eta /(2 k)$. Then

$$
\begin{aligned}
& \left|\int_{t_{1}}^{t_{1}} f(s, x(s)) d u(s)\right| \leqslant\left|\int_{i_{1}}^{t_{1}}\left[f(s, x(s))-f\left(s, x^{0}(s)\right)\right] d u(s)\right|+ \\
& \left|\int_{t_{1}}^{t_{1}} f\left(s, x^{0}(s)\right) d u(s)\right| \leqslant \frac{n}{2}+\sum_{j=1}^{k}\left|\int_{t_{1}}^{t_{n}} f\left(s, x_{j}\right) d u(s)\right| \leqslant \frac{\eta}{2}+\frac{\eta}{2 k} k=\eta
\end{aligned}
$$

The last inequality holds for any $t_{1}, t_{2}$ satisfying the inequality $\left|t_{4}-t_{1}\right| \leqslant 1$, which indeed proves the lemma.
2. We consider a differential equation in generalized functions in $R^{n}$

$$
\begin{equation*}
D x(t)=X(t, x)+R(t, x) D u(t) \tag{2.1}
\end{equation*}
$$

where the function $X(t, x)$ and $R(t, x)$ are defined in $G, u(t) \in B U(J), D x(t)$ and $D u(t)$ are generalized derivatives of the functions $x(t)$ and $u(t)$ respectively. We understand the function $x\left(t, t_{0}, x_{0}\right)$, that is continuous to the right, is of bounded variation in $I$ and such that its generalized derivative in ( $\left.t_{0}, T\right), T \in I$ satisfies (2.1), to be a solution of (2.1) defined in the interval $I$ with left end $t_{0}$ satisfying the condition $x\left(t_{0}\right)=x_{0}$. We know /7/ that the function $x(t)$ is a solution of (2.1) in the interval $I$ passing through ( $t_{0}, x_{0}$ ) if and only if it satisfies the integral equation

$$
\begin{equation*}
x(t)=x_{0}+\int_{t_{0}}^{t} X(s, x(s)) d s+\int_{t_{0}}^{t} R(s, x(s)) d u(s), t \in I \tag{2.2}
\end{equation*}
$$

where for each function of bounded variation $x(t)$ in $I$ that is continuous to the right, the function $X(t, x(t))$ is integrable while $R(t, x(t))$ is integrable in $I$ with respect to $u(t)$, where the second integral is considered in the interval ( $\left.t_{0}, t\right]$. The function $x(t)$ as a solution of (2.2) evidently has discontinuities at the same points as does $u(t)$.

In addition to (2.1), we consider an unperturbed ordinary differential equation in $\boldsymbol{R}^{n}$

$$
\begin{equation*}
d y / d t=X(t, y) \tag{2.3}
\end{equation*}
$$

We assume that (2.3) has the solution $\psi\left(t, t_{0}, \xi_{0}\right)\left(\psi\left(t_{0}, t_{0}, \xi_{0}\right)=\xi_{0}\right)$, defined for all $t \geqslant$ $t_{0} \geqslant 0$, which is contained, together with its certain $\rho$-neighbourhood ( $\rho>0$ ), in the set $G$.

Theorem 1. Let the function $X\left(t_{n} x\right)$ satisfy the Lipschitz condition in $x$ for $x \in B_{x}(K)$, $t \in J$ with constant $L$, let the function $R(t, x)$ be uniformly continuous in $x$ with respect to $t \subset J$, and let the solution $\psi\left(t, t_{0}, \xi_{0}\right)$ of (2.3) be uniformly asymptotically stable. Then for any $\varepsilon>0(0<\varepsilon<\rho)$ numbers $\eta_{1}(\varepsilon), \eta_{2}(\varepsilon)$ exist for all solutions $x\left(t, t_{0}, x_{0}\right)\left(x\left(t_{0}, t_{0,}, x_{0}\right)=\right.$ $x_{0}$ ) of (2.1) defined for $t \geqslant t_{0}$ with values in $B_{x}(K)$ and with initial data satisfying the inequality $\left|x_{0}-\xi_{0}\right|<\eta_{1}(e)$ and for all $R(t, x)$, satisfying the inequality

$$
\sup _{t_{2}-t_{1} \mid \leqslant 1}\left|\int_{t_{1}}^{t_{2}} R(t, x) d u(t)\right|<\eta_{2}(\varepsilon), t_{1}, t_{2} \in J, \quad x \in B_{x}(K)
$$

and the inequality

$$
\begin{equation*}
\mid x\left(t_{n} t_{0}, x_{0}-\psi\left(t_{n}, t_{0}, \xi_{0}\right) \mid<\varepsilon\right. \tag{2.4}
\end{equation*}
$$

holds for all $t \geqslant t_{0}$
Proof. We use the reasoning of Lemma 6.3 in Chapter III of $/ 8 /$. Let $y\left(t_{n}, t_{0,} x_{0}\right)$ be the solution of (2.3) with the same initial condition as the solution $x\left(t, t_{0}, x_{0}\right)$ of (2.1). From the conditions of the thoerem we obtain the inequality

$$
\begin{aligned}
& \Delta(t)=L \int_{t_{0}}^{t_{1}} \Delta(s) d s+F(t), \quad F(t)=\left|\int_{f_{0}}^{t} R\left(s, x\left(s, t_{0}, x_{0}\right)\right) d u(s)\right| \\
& \left(\Delta(t)=\left|x\left(t, t_{0}, x_{0}\right)-y\left(t, t_{0}, x_{0}\right)\right|\right)
\end{aligned}
$$

A well-known integral inequality (see /8/, say) yields

$$
\Delta(t) \leqslant F(t)+L \int_{1}^{t} \exp (L(t-s)) F(s) d s
$$

Hence we obtain for $t_{0} \leqslant t \leqslant t_{0}+T$

$$
\Delta(t) \leqslant(T+1)(1+L T \cdot \exp (L T)) \sup _{t_{t_{1}}-t_{1} \leqslant 1}\left|\int_{t_{1}}^{t_{1}} R\left(s, x\left(s, t_{0}, x_{0}\right)\right) d u(s)\right|
$$

By virtue of the uniform asymptotic stability of the solution $\psi\left(t, t_{0}, \xi_{0}\right)$ of (2.3), numbers $\delta<\varepsilon$ and $T>0$ exist such that it follows from the inequality $\left|x_{0}-\xi_{0}\right|<\delta$ that

$$
\begin{align*}
& \left|y\left(t, t_{0}, x_{0}\right)-\psi\left(t, t_{0}, \xi_{0}\right)\right|<\varepsilon / 2, t \geqslant t_{0}^{0} \\
& \left|y\left(t_{0}+T, t_{0}, x_{0}\right)-\psi\left(t_{0}+T, t_{0_{\star}} \xi_{0}\right)\right|<\delta / 2 \tag{2.5}
\end{align*}
$$

It follows from Lemma 1 that the number $\eta_{2}(8)$ can be selected in such a manner that the following inequlity is satisfied:

$$
\begin{equation*}
\Delta(t)<\delta / 2, t_{0} \leqslant t \leqslant t_{0}+T \tag{2.6}
\end{equation*}
$$

Then

$$
\left|x\left(t, t_{0}, x_{0}\right)-\psi\left(t, t_{0}, \xi_{0}\right)\right|<\varepsilon / 2+\delta / 2<\varepsilon, t_{0} \leqslant t \leqslant t_{0}+T
$$

Furthermore, we obtain from (2.5) and (2.6)

$$
\left|x\left(t_{0}+T, t_{0}, x_{0}\right)-\psi\left(t_{0}+T, t_{0}, \xi_{0}\right)\right|<\delta
$$

The concluding part of the proof of Theorem 1 agrees completely with the concluding part of the proof of the above-mentioned Lemma 6.3.

Remarks. $1^{\circ}$. It was assumed in the formulation of the thoerem that the solution $x\left(t, t_{0}, x_{0}\right)$ is defined for $t \geqslant t_{0}$ and lies in $B_{x}(K)$. If the conditions of the local existence theorem for solutions of (2.1) are satisfied and $S_{x}(R)$ is sufficiently small for $x \in B_{x}(K)$, then the solution $x\left(t, t_{0}, x_{0}\right)$ with initial condition sufficiently close, in the norm, to the initial condition of the solution $\psi\left(t, t_{0}, \xi_{0}\right)$ of (2.3), will be defined for all $t \geqslant t_{0}$ and will not emerge from the sphere $\boldsymbol{B}_{\boldsymbol{x}}(K)$.
$2^{\circ}$. If the solution $\psi\left(t, t_{0}, \xi_{0}\right)$ of (2,3) is uniformly asymptotically stable in part of the variables $\psi_{1}, \ldots, \psi_{k}(k>n)$, then the inequality (2.4) in the assertion of Theorem 1 is replaced by the inequality

$$
\left|x_{i}\left(t, t_{0}, x_{0}\right)-\psi_{i}\left(t, t_{0}, \xi_{0}\right)\right|<\mathrm{e}, i=1, \ldots, k
$$

3. We apply Theorem 1 to the problem of taking the average in an unbounded interval. We use the following scheme. The equation to be investigated in $R^{n}$ will be written in the form

$$
\begin{equation*}
D x(t)=R\left(t, x_{n} \varepsilon\right) D u(t, \varepsilon) \tag{3.1}
\end{equation*}
$$

where $\varepsilon$ is a small positive parameter, and it is shown that the limit equation

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{\left|t_{2}-t_{1}\right| \leqslant 1}\left|\int_{t_{1}}^{t_{s}} R(s, x, \varepsilon) d u(s, \varepsilon)-\int_{t_{1}}^{t_{2}} X(s, x) d s\right|=0, \quad x \in B_{x}(K) \tag{3.2}
\end{equation*}
$$

is valid, where $X(t, x)$ is the right side of the averaged ordinary differential equation in $\boldsymbol{R}^{n}$. This enables us to obtain corresponding assertions about taking the average in an unbounded interval as a corollary of Theorem 1 . For convenience we shall say that the right side of (3.1) converges integrally to $X(t, x)$ as $\varepsilon \rightarrow 0$ if the limit Eq. (3.2) holds.

We turn first to the differential equation in $R^{n}$ by fast and slow time in the standard form

$$
\begin{equation*}
D x(t)=\varepsilon X\left(t, \tau_{x} x, \varepsilon\right) D u(t), v=\varepsilon t \tag{3.3}
\end{equation*}
$$

where $\varepsilon$ is a small positive parameter that varies in the interval $\left[0, \varepsilon_{0}\right]$, the function $X(t, t$, $x_{x} \varepsilon$ ) with values in $R^{n}$ is defined for $t \in J_{*} x \in B_{x}(K), \varepsilon \in\left[0, \varepsilon_{0}\right], u(t) \in B U(J)$ and, in addition, $u(t)$ is bounded in $J$.

Theorem 2. Suppose

1) the function $X\left(t, \tau_{x} x_{n}, e\right)$ is uniformly continuous in each of the variables $\tau, x, e$ relative to the remaining variables;
2) $|X(t, \tau, x, \varepsilon)| \leqslant M<\infty,(t, x) \in G, \varepsilon \in\left[0, \varepsilon_{0}\right]$;
3) uniformly for $t \in J$ the following limit exists:

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t-1 T} X(s, \tau, x, 0) d u(s)=X(\tau, x),(\tau, x) \cong G
$$

4) the function $X(\tau, x)$ satisfies the Lipschitz condition in $x$ for $x \in B_{x}(K)$, $\in J$ with constant $L$, and uniformly continuous in $\tau$ relative to $x \in B_{x}(K)$;
5) the equation in $R^{n}$

$$
\begin{equation*}
d x / d \tau=X(\tau, x) \tag{3.4}
\end{equation*}
$$

is a uniformly asymptotically stable solution $x=\psi\left(\tau, t_{0}, \xi_{0}\right) \quad\left(\psi\left(\varepsilon t_{0}, t_{0}, \xi_{0}\right)=\xi_{0}\right) \quad$ (uniformly asymptotically stable in parts of the variables $\left.x_{1}, \ldots, x_{k}(k<n)\right)_{n}$ which together with its certain $\rho$-neighbourhood $(\rho>0)$ is contained in the set $G$.

Then for any $\alpha_{0} 0<\alpha<\rho$ numbers $\varepsilon_{1}(\alpha), 0<\varepsilon_{1}<\varepsilon_{0}$ and $\beta(\alpha)$ exist wuch that for all $0<\varepsilon<\varepsilon_{1}$ the solution $\varphi\left(t, t_{0}, x_{0}\right)$ of (3.3), defined for $t>t_{0}$ and contained in $B_{x}(K)$ for which $\left|x_{0}-\xi_{0}\right|<\beta(\alpha)$ satisfies the inequality

$$
\begin{aligned}
& \left|\varphi\left(t, t_{0}, x_{0}\right)-\psi\left(e t, t_{0}, \xi_{0}\right)\right|<\alpha t \geqslant t_{0} \\
& \left(\left|\varphi_{i}\left(t, t_{0}, x_{0}\right)-\psi_{t}\left(t, t_{0}, \xi_{0}\right)\right|<\alpha, i=1, \ldots, k\right) .
\end{aligned}
$$

Proof. Making the change of time $\mathbf{v}=\boldsymbol{e} \boldsymbol{\varepsilon}$ in (3.3), we obtain

$$
\begin{equation*}
D x(\tau)=\varepsilon X(\tau / \varepsilon, \tau, x, \varepsilon) D u(\tau / \varepsilon) \tag{3.5}
\end{equation*}
$$

where, for convenience, $x(\tau / \varepsilon)$ is again denoted by $x(\tau)$. We will show that the right side of (3.5) converges integrally to the function $X(\tau, x)$ defined in condition 3) of the theorem. Hence and from Theorem 1 the assertion of the theorem will result.

By virtue of the continuity of $X(\tau / \varepsilon, \tau, x, \varepsilon)$ in the fourth variable, that is uniform with respect to the remaining variables, it is sufficient to establish that for any $\delta>0$ for sufficiently small $\varepsilon$

$$
\Pi(\varepsilon)=\sup _{\left|t_{\varepsilon}-t_{1}\right| \leqslant 1}\left|\int_{i_{1}}^{t_{1}} \varepsilon X\left(\frac{\tau}{\varepsilon}, \tau, x, 0\right) d u\left(\frac{\tau}{\varepsilon}\right)-\int_{i_{1}}^{t_{2}} X(\tau, x) d \tau\right|<\delta
$$

We select a number $\eta>0$ such that for $\left|\tau_{1}-\tau_{2}\right|<\eta$ the following inequalities are satisfied

$$
\begin{aligned}
& \left|X\left(\frac{\tau}{\varepsilon}, \tau_{1}, x, 0\right)-X\left(\frac{\tau}{\varepsilon}, \tau_{2}, x, 0\right)\right|<\frac{8}{4}, \\
& \left|X\left(\tau_{1}, x\right)-X\left(\tau_{2}, x\right)\right|<\frac{\delta}{4}
\end{aligned}
$$

Let $g(\tau)$ be a peicewise-constant function defined in the interval $\left[t_{1}, t_{2}\right]\left(\left|t_{2}-t_{1}\right| \leqslant 1\right)$ such that $|\tau-g(\tau)|<\eta, \tau \in\left[t_{1}, t_{2}\right]$. Then

$$
\begin{aligned}
& \Pi(\varepsilon) \leqslant\left|\int_{t_{1}}^{t_{2}} \varepsilon\left[X\left(\frac{\tau}{\varepsilon}, \tau, x, 0\right)-X\left(\frac{\tau}{\varepsilon}, g(\tau), x, 0\right)\right] d u\left(\frac{\tau}{\varepsilon}\right)\right|+ \\
& \left|\int_{t_{1}}^{t_{1}} \varepsilon X\left(\frac{\tau}{\varepsilon}, g(\tau), x, 0\right) d u\left(\frac{\tau}{\varepsilon}\right)-\int_{t_{1}}^{t_{1}} X(g(\tau), x) d \tau\right|+ \\
& \quad\left|\int_{t_{1}}^{t_{2}}[X(g(\tau), x)-X(\tau, x)] d \tau\right|<\frac{\delta}{2}+\Lambda \\
& \Lambda=\left|\sum_{k=1}^{n}\left[\int_{\sigma_{k-1}}^{\sigma_{k}} \varepsilon X\left(\frac{\tau}{\varepsilon}, \tau_{k}, x, 0\right) d u\left(\frac{\tau}{\varepsilon}\right)-\int_{\sigma_{k-1}}^{\sigma_{k}} X\left(\tau_{k}, x\right) d \tau\right]\right|
\end{aligned}
$$

where $t_{1}=\sigma_{0}<\sigma_{1}<\ldots<\sigma_{n}=t_{2}$. It remains to show that $\Lambda<\delta /(2 n)$ for sufficiently small e. This follows from the limit equality $\lim \Lambda=0$ as $\varepsilon \rightarrow 0$. The latter also follows from condition 3) of the theorem.

We note that in the case when the solution $\phi\left(e t, t_{0,} \xi_{0}\right)$ of (3.4) is uniformly asymptotically stable in parts of the variables, it is necessary to use Remark $2^{\circ}$ to Theorem 1.
4. The method described enables the question of the closeness between solutions of exact and averaged equations in an infinite interval in systems with fast and slow variables to be investigated. For instance, we examine the following system of differential equations with a rapid phase:

$$
\begin{equation*}
D x(t)=\varepsilon X(x, y, \varepsilon) D u(y), d y / d t=\omega(x)+\varepsilon Y(x, y, \varepsilon) \tag{4.1}
\end{equation*}
$$

where $x$ is a $n$-dimensional vector, $y$ is a scalar variable, e is a small positive parameter that changes in the interval $\left[0, e_{0}\right]$, and $D x(t), D u(y)$ are generalized derivatives of the functions $x(t)$ and $u(y)$. We assume that the function $X(x, y, \varepsilon)$ with values in $R^{n}$ and the scalar function $Y(x, y, \varepsilon)$ are periodic in the variable $y$ with period $2 \pi$, while $u(y)$ is a scalar $2 \pi$-periodic function of bounded variation. Later conditions are imposed on the functions $\omega(x) Y$ $(x, y, \varepsilon)$ such that $u(y(t))$ is a function of bounded variation.

Theorem 3. Suppose

1) the functions $X(x, y, \varepsilon), \boldsymbol{Y}(x, y, e)$ are defined for $x \in B_{x}(K), y \in(-\infty, \infty), \varepsilon \in\left[0, \varepsilon_{0}\right]$, and continuous in the variables $x, \varepsilon$ uniformly relative to the remaining variables;
2) the function $\omega(x)$ satisfies the inequality $\omega(x) \geqslant c>0$ for $x \in B_{x}(K)$ where $c$ is a certain constant, and the Lipschitz condition in $x$ for $x \in B_{x}(K)$ with constant $L$;
3) a constant $M$ exists such that

$$
|X(x, y, \varepsilon)| \leqslant M,|Y(x, y, \varepsilon)| \leqslant M, x \in B_{x}(K), y \in(-\infty, \infty), \varepsilon \in\left[0, \varepsilon_{0}\right]
$$

4) the function

$$
X(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} X(x, y, 0) d u(y)
$$

satisfies the Lipschitz condition in $x$ for $x \in B_{x}(K)$ with constant $L_{1}$;
5) the equation

$$
\begin{equation*}
d x / d \tau=X(x) \tag{4.2}
\end{equation*}
$$

has a uniformly asymptotically stable solution $x=\phi\left(\tau, t_{0}, \xi_{0}\right)$ that belongs to the domain $B_{x}(K)$ together with its $\rho$-neighbourhood ( $\rho>0$ ).

Then for any $\alpha, 0<\alpha<\rho$ numbers $\varepsilon_{1}(\alpha) 0<\varepsilon_{1}<\varepsilon_{0}$ and $\beta(\alpha)$ exist such that for all $0<\varepsilon<\varepsilon_{1}$ the slow variable solutions of system (4.1) for which $\left|x_{0}-\xi_{0}\right|<\beta(\alpha)$, satisfy the inequality $\left|x\left(t, t_{0}, x_{0}, y_{0}\right)-\psi\left(\varepsilon t, t_{0}, \xi_{0}\right)\right|<\alpha, t \geqslant t_{0}$
Proof. We make the changes $\tau=\varepsilon t, \alpha=\varepsilon y$ in system (4.1). We obtain the system

$$
\begin{equation*}
D x(\tau)=\varepsilon X\left(x, \frac{\alpha}{\varepsilon}, \varepsilon\right) D u\left(\frac{\alpha}{\varepsilon}\right), \quad \frac{d \alpha}{d \tau}=\omega(x)+\varepsilon Y\left(x, \frac{\alpha}{\varepsilon}, \varepsilon\right) \tag{4.3}
\end{equation*}
$$

It follows from conditions 2) and 3) of the theorem that for sufficiently small $\varepsilon$ the function $\alpha(\tau)$ is monotonic, and therefore, for sufficiently small $\varepsilon$ it is possible to take $\alpha$ as an independent. variable instead of $\tau$. System (4.3) is written in the new time as

$$
\begin{align*}
& D x(\alpha)=\varepsilon \frac{1}{\omega(x)} X\left(x, \frac{\alpha}{\varepsilon}, \varepsilon\right) D u\left(\frac{\alpha}{\varepsilon}\right)+\varepsilon^{2} X_{1}\left(x, \frac{\alpha}{\varepsilon}, \varepsilon\right) D u\left(\frac{\alpha}{\varepsilon}\right)  \tag{4.4}\\
& \frac{d \tau}{d \alpha}=\frac{1}{\omega(x)}+\varepsilon Y_{1}\left(x, \frac{\alpha}{\varepsilon}, \varepsilon\right)
\end{align*}
$$

where the functions $X_{1}(x, \alpha / \varepsilon, \varepsilon), Y_{1}(x, \alpha / \varepsilon, \varepsilon)$ possess the same properties as the corresponding functions without the subscript 1 . It is seen that the right sides of system (4.4) converge integrally to the right sides of the system

$$
\begin{equation*}
\frac{d x}{d \alpha}=\frac{1}{\omega(x)} X(x), \quad \frac{d \tau}{d \alpha}=\frac{1}{\omega(x)} \tag{4.5}
\end{equation*}
$$

which has the following form in time

$$
\begin{equation*}
d x / d \tau=X(x), d \alpha / d \tau=\omega(x) \tag{4.6}
\end{equation*}
$$

The solution of system (4.6) corresponding to the solution $x=\psi\left(\tau, t_{0}, \xi_{0}\right)$ of (4.2) is evidently uniformly asymptotically stable in the variable $x$ and the corresponding solution of system (4.5) possesses this same property. Applying Theorem 2 to system (4.4) we obtain the statement of the theorem.

Theorem 3 enables us to give a foundation to the applicability of the averaging method to quasiconservative vibration-impact systems since corresponding systems in /4/ results in the form (4.1).
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